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= Demonstrate how sums of squares F-test.



Full F-test



= Model: Yjj = i + €
= Yj: Percent women in venire j of judge i.
= pu;: Mean percent women for judge i.

= ¢;: Individual-specific noice for venire j of judge i. Assumed to

have mean 0 and variance 2.

= 02 is assumed to be the same for all venires of all judges.



Hypotheses

» Ho: p1 = po = 3 = pg = pis = g = pu7 (all judges have the
same mean percent women).

= Ha: As least some p; # pj (there are at least two judges with

different mean percent women).



We estimate the means within each groups differently according to

the full and reduced models

Group 1 2 3 4 5 6 7
Full | Yie | You | Yae | Yae | V5o | Yoo | Ve

Reduced )_/oo \_/oo Yoo | Yoo | Yoo | Yoo | Yoo

(Y,l + Yo+ Yin;)
= Average of all values in dataset.

" Y=
Yeo



Spock Data: Null Model

50 o
[ ]
404 ® °
. .
— L [ ] .. ¢
[ i ° [ ] .. [ ]
o 30 ° ° @
8 [ ] LA b [ Y
()
a ° d ) °
204 L % ° J
° [ ] [ ]
’ S
10 1 o
[ ]




Spock Data: Alternative Model
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Spock Data: Null Model Estimates
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Spock Data: Alternative Model Estimates
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Spock Data: Null Model Residuals
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Spock’s Data: Alternative Model Residuals
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Squared Residuals
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Sum of Squared Residuals

= RSSqn =32 > (yij — 7i.)? = 1864.4452 (Sum of squared
residuals in the full model)

= dfgy = #obs - #{parameters in full model} = n — 7 (degrees
of freedom in the full model)
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Sum of Squared Residuals

= RSSqn =32 > (yij — 7i.)? = 1864.4452 (Sum of squared
residuals in the full model)

= dfgy = #obs - #{parameters in full model} = n — 7 (degrees

of freedom in the full model)

* RSSreduced = Y. 2_j(yij — -)* = 3791.5261 (Sum of the
squared residuals in the reduced model)

» dfieduced = F0bs - #{parameters in reduced model} = n—1
(degrees of freedom in the reduced model)
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Sum of Squared Residuals

= RSSqn =32 > (yij — 7i.)? = 1864.4452 (Sum of squared
residuals in the full model)

= dfgy = #obs - #{parameters in full model} = n — 7 (degrees
of freedom in the full model)

* RSSreduced = Y. 2_j(yij — -)* = 3791.5261 (Sum of the
squared residuals in the reduced model)

» dfieduced = F0bs - #{parameters in reduced model} = n—1
(degrees of freedom in the reduced model)

» Extra sum of squares = ESS = RSS,educed — RSSfu- (how
much larger is the sum of squared residuals in the reduced
model compared to that in the full model)

* dfextra = df}educed — df; full 1



» RSS,cduced Will always be bigger than RSSg,

= So ESS will always be positive.
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» RSS,cduced Will always be bigger than RSSg,
= So ESS will always be positive.

» But if the Null (reduced) model is true, then RSS equceq WoN't
be a lot bigger than RSS,,.

= So if the Null (reduced) model is true, ESS won't be “very” far
from 0.
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» RSS,cduced Will always be bigger than RSSg,
= So ESS will always be positive.

» But if the Null (reduced) model is true, then RSS equceq WoN't
be a lot bigger than RSS,,.

= So if the Null (reduced) model is true, ESS won't be “very” far
from 0.

= We can quantify what “a lot” and “very” mean using statistical
theory.
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Null Distribution

= If the Null (reduced) model is correct, then the following
F-statistic follows an F distribution.

L ESS / dfextra ESS [ dfextra
F — statistic = =
s2 RSSfun/ dffun
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Null Distribution

= If the Null (reduced) model is correct, then the following
F-statistic follows an F distribution.

L ESS / dfextra ESS [ dfextra
F — statistic = =
s2 RSSfun/ dffun

»  dfextra is the number of added parameters and is called the
“extra degrees of freedom”. It is the number of parameters in
the mean for the full model minus the number of parameters in

the mean for the reduced model.
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Null Distribution

= If the Null (reduced) model is correct, then the following

F-statistic follows an F distribution.

L ESS / dfextra ESS [ dfextra
F — statistic = =
s2 RSSfun/ dffun

»  dfextra is the number of added parameters and is called the
“extra degrees of freedom”. It is the number of parameters in
the mean for the full model minus the number of parameters in

the mean for the reduced model.

] 53 is the pooled estimate of the variance. It is equal to

RSSe/ dffun.-
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Spock’s F-statistic

= 55 = 4781
= F-stat = ((3791.5261 - 1864.4452) / 6) / 47.81 = 6.7178

16



The F-distribution

= Parameterized by two parameters, the numerator degrees of
freedom (the extra degrees of freedom) and the denominator
degrees of freedom (degrees of freedom in the full model).

= Interact with df (), p£ (), qgf O, r£() in R.

= Only need upper tail probabilities for p-values (because only
large values are extreme).
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F> > distribution
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F30.0 distribution
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F30.30 distribution
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Density Function

df(x = 1, df1 = 30, df2 = 30)

## [1] 1.083
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Random Generation

samp <- rf(n = 1000, df1 = 30, df2 = 30)
head (samp)

## [1] 0.7094 0.5605 1.3322 1.4533 1.0763 0.8123
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Cumulative Distribution Function

pf(q = 1, df1 = 30, df2 = 30)

## [1] 0.5
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Quantile Function

qf(p = 0.5, df1 = 30, df2 = 30)

## [1] 1
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Spock Example

= Spock’s F follows an Fj_1 ,—; = Fg 39 distribution under Hp.
= How rare is our observed F-stat = 6.7, if Hy were true?
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Spock Example

= The p-value is found with

pf(q = 6.718, dfl = 6, df2 = 39, lower.tail = FALSE)

## [1] 6.099e-05
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Submodel




= Suppose we are interested in testing Ho : pp = 3 = -+ - = 7
against the alternative that at least one mean is different from
some other mean.

= We could do the full F-test on the subset of the data that
excludes group 1.

= But we would lose degrees of freedom because we wouldn’t

be using group 1 to improve our estimate of the variance.

28



= Model: Yjj = i + €
= Yj: Percent women in venire j of judge i.
= pu;: Mean percent women for judge i.

= ¢;: Individual-specific noice for venire j of judge i. Assumed to

have mean 0 and variance 2.

= 02 is assumed to be the same for all venires of all judges.

29



Hypotheses

» Ho: po = p3 = pua = ps = pe = iz (judges 2 through 7 have
the same mean percent women, but judge 1 is allowed to have
a different mean).

= Ha: As least some p; # puj for judges 2 through 7 (there are at
least two judges with different mean percent women, among
judges 2 through 7).

30



We estimate the means within each groups differently according to
the full and reduced models

Group 1 2 3 4 5 6 7
Full \_/10 VZ. \_/30 V4o \_/50 V6o Y7e
Reduced )_/1. \_/0 \_/0 \_/0 \_/0 \_/0 Yo

w Yie=L(Ya+ Yo+ Vi)

= Yy = Average of all values in judges 2 through 7.
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Estimate under Null Model
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Estimate Under Full Model

50 4 °
°
404 © L4
— _ °
E . [ ) .‘- @ °
@ 304 e - - ° [ ]
g ° oo ___ _C_ o
°
o [ [ ] °
) [ )
204 ] . .° o
-
101 °
°
A B C D E F  Spock's

33



Residuals Under Reduced Model
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Residuals Under Full Model
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» RSSq = 1864.4452 (same as before).

] dffu,,:n—/:46—7:39.
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RSS¢, = 1864.4452 (same as before).

] dffu,,:n—/:46—7:39.
» RSSieduced = 2190.9031 (smaller than before).

" dfredyced =N —2=46 -2 =144

36



» RSSq = 1864.4452 (same as before).

s dfpy=n—1=146—7=39.

» RSSieduced = 2190.9031 (smaller than before).
o dfeduced =N —2=46—2=44

* dfextra = dfreduced — dffun = 44 —39 =5

» ESS = RSS,educed — RSSrn = 326.4579

_ ESS/dfextra
= F-stat = m = 1.366

36



Compare 1.366 to an Fs 39 distribution
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Compute p-value

pf(q = 1.366, df1 = 5, df2 = 39, lower.tail = FALSE)

## [1] 0.2581
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Comparing Submodels




= Model: Yjj = i + €
= Yj: Percent women in venire j of judge i.
= pu;: Mean percent women for judge i.

= ¢;: Individual-specific noice for venire j of judge i. Assumed to

have mean 0 and variance 2.

= 02 is assumed to be the same for all venires of all judges.
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Hypotheses

» Ho:pi=pp=p3=---=pz (all judges have same mean)

» Hp:pg # pp=p3 =--- = py. (judge 1 is different)

40



We estimate the means within each groups differently according to

the full and reduced models
Group 1 2 3 4 5 6 7
Full Ye o | Yo | Yo | Yol Yol Y
Reduced | Yee | Yoo | Yoo | Yoo | Yoo | Yoo | Yoo

s Yie=2(Ya+ Yo+ Yn)
= Yp = Average of all values in judges 2 through 7.

= Y,e = Average of all values in dataset.
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Estimate Under Null Model
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Estimate Under Alternative Model
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Residuals Under Null Model
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Residuals Under Full Model
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= RSSf = 2190.9031 (same as RSSeduced from the previous
hypothesis test).

u dffu//:n—2:46—2:44.
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= RSSf = 2190.9031 (same as RSSeduced from the previous
hypothesis test).

u dffu//:n—2:46—2:44.

" RSSeduced = 3791.5261 (same as RSS,equced from the first
hypothesis test).

n dfreduced:n_]-:46‘1:45
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= RSSf = 2190.9031 (same as RSSeduced from the previous
hypothesis test).

u dffu//:n—2:46—2:44.

" RSSeduced = 3791.5261 (same as RSS,equced from the first
hypothesis test).

L dfreduced:n_]-:46‘1:45
s ESS = RSS,cduced — RSSsy = 1601
L dfextra = I

= F-statistic = (1601/1) / (2191/44) = 32.15
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Compare to Fi 44
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Compute p-value

pf(q = 32.15, df1 = 1, df2 = 44, lower.tail = FALSE)

## [1] 1.028e-06
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